A Model for Multimodal Representation and INFERENCE

  Luis Pineda( and Gabriela Garza
Abstract


In this paper a multimodal system of representation and inference is described. First, a brief introduction to the representational structures of the multimodal system is presented. Then, a number of multimodal inferences supported by the system are illustrated. These examples show how the multimodal system of representation can support the definition and use of graphical languages, perceptual inferences for problem-solving, the interpretation of multimodal messages, and also the interpretation of images. Finally, the intuitive notion of modality underlying this research is discussed.

I
Multimodal representation
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Figure Error! Unknown switch argument.
Multimodal system of representation.


The system of multimodal representation that is summarized in this paper is illustrated in Error! Unknown switch argument.. The notion of modality in which the system is based is a representational notion: information conveyed in one particular modality is expressed in a representational language associated with the modality. Each modality in the system is captured through a particular language, and relations between expressions of different modalities are captured in terms of translation functions from basic and composite expressions of the source modality into expressions of the object modality. This view of multimodal representation and reasoning has been developed  in [Pineda, 1989, 1996], [Klein and Pineda, 1990], [Santana et al., 1997] and [Pineda and Garza, 1997], and it follows closely the spirit of  Montague’s general semiotic programme [Dowty et al., 1985].


The theory is targeted to define natural language and graphical interactive computer systems and, as a consequence, the model is focused in these two modalities. However, the system is also used to express conceptual information in a logical fashion and, depending on the application, the circle labeled L might stand for first-order logic or any other symbolic language as long as the syntax is well-defined and the language is given a model-theoretical semantic interpretation.


The circles labeled G and L in  Error! Unknown switch argument. represent the sets of expressions of the graphical language and the natural –or logical– language; the functions (L‑G and (G‑L stand for the translation mappings between the two languages. The circle labeled with P represents the set of graphical symbols constituting the graphical modality proper. Note that two sets of expressions are considered for the graphical modality; the idea is that graphical communication and reasoning is perfomed directly on the symbols of P by the human interpreter, and the language G is a theoretical device that, on the one hand, captures the geometrical structure of P and, on the other, is a formal language with well‑defined syntax and semantics that can be related to a symbolic language and can be used as a formal specification for a computational implementation. The functions (G‑P and (P‑G stand for the translation mappings between G and P. These two translations define the generation and the “perceptual interpretation”of external images. The set W stands for the world and together with the functions FP and FL constitutes a multimodal system of interpretation. The order pairs <W, FL> and <W, FP> define respectively the model ML for the symbolic language and the the model MP for the graphical language itself.


The functions (G‑P and (P‑G define homomorphisms between G and P as basic and composite terms of these two languages can be mapped into each other.


The purpose of this paper is to provide an overview of the functionality of the system and for that reason in the next section a number of examples involving multimodal inferences in different application domains are illustrated. Our purpose is to show that inferences related to reasoning with graphical languages, designing geometrical structures, solving problems involving interpretation of pictures, interpreting multimodal messages like pictures with their associated captions and interpreting images in high-level vision, can all be explained with the help of a common underlying representational framework and involve a small set of basic but powerful inferencial strategies. The formalization of the multimodal representational system is presented elsewhere (e.g., [Pineda and Garza., 1997]).

II
Multimodal inference


In this section a number of problems involving multimodal representation and inference in different domains are illustrated. Once these examples are shown a summary of the kinds of multimodal inferences involved is presented. 

A.  Graphical languages


In this section the definition and interpretation of a graphical language in relation to the multimodal system of representation is illustrated. Consider the picture in Error! Unknown switch argument. in which there are two triangles and two rectangles that have been assigned an interpretation through a graphical and natural language dialogue supported by pointing acts. The settings is such those triangles are interpreted as students and rectangles as subjects; additionally it is stated that if a student is in a subject he or she studies that subject, and if a student studies both subjects he or she is clever. According to this interpretation the picture in Error! Unknown switch argument. is a graphical expression that expresses that both students are clever, but if the picture is maniputaled as shown in Error! Unknown switch argument., a graphical expression is formed which expresses the fact that only John is clever.


Figure Error! Unknown switch argument.
A graphical expression.

Figure Error! Unknown switch argument.
A graphical expression.


The question is how this knowledge is represented and, in particular, what is the relation between the expression of the abstraction (i.e., that a student is clever), and the geometrical fact that the symbol representing the student is contained within the rectangle representing a subject. For the interpretation of this particular situation the linguistic preposition in is interpreted as a geometrical algorithm that computes the relation in the graphical domain. To answer the question whether a student is clever or whether all students are clever, a deductive reasoning process is performed upon the representational structures in the language L; however, when the interpretation of the spatial preposition and its arguments is required to complete the inference, there is no knowledge available in L and the corresponding expression has to be translated into a expression in G in the graphical domain, which in turn can be evaluated by the geometrical interpreter with the help of a geometrical algorithm that tests the geometrical predicates involved. The result of this test is translated back into the language L to allow the reasoning process to succeed. As can be seen, in this kind of inference the picture functions as a recipient of knowledge that can be extracted on demand by the high-level reasoning process performed at the symbolic level. This kind of inference has been characterized as predicate extraction by Chandrasekaran in ([Chandrasekaran, 1997]), and it is commonly used in graphical reasoning systems and the interpretation of expressions of visual languages, where large amounts of information are represented through graphics and geometrical computations improve considerably the efficiency of the reasoning process. For further discussion of this notion of graphical language see [Pineda et al., 1988], [Pineda, 1989].

B.  Design


Consider the representation of the design task illustrated in Error! Unknown switch argument. in which the layout of a bathroom is sought. The graphical objects and their  interpretations are introduced in a manner similar to the example in Section II.A. However, through the interaction, an additional design constraint stating that the bath must be connected to the gulley in order that it is functional is stated. If the rectangle representing the bath is moved during the design process, as shown in Error! Unknown switch argument. (b), the functional constraint mentioned above is no longer met at that particular configuration, as the bath is not connected, and although the bath position is selected by the human designer interacting with the system, the overall configuration is not proper and a problem-solving task must be performed to map the partial design in Error! Unknown switch argument. (b) to the one shown in Error! Unknown switch argument. (c), in which both the desire of the designer an the functional constraint are met again.


Figure Error! Unknown switch argument.
A design task.


In the solution of this problem both conceptual and geometrical knowledge is involved: connected is a conceptual notion that is related to a geometrical configuration in which the rectangle representing the bath and the line representing the gulley must be joined by a line representing a pipe. When the geometrical condition is not satisfied, the conceptual condition under the interpretation is not satisfied neither. The intention in transforming the configuration in Error! Unknown switch argument. (b) to the one in Error! Unknown switch argument. (c) is expressed at a conceptual level but the transformation itself is graphical.


In the system of multimodal representation, conceptual knowledge about objects and properties is expressed through the language L, and the reference to the geometrical objects themselves is expressed in the language G. The translation function establishes the relation between individuals and relations of the two levels of the representation.



Figure Error! Unknown switch argument.
Labeling of graphical objects with constants of G.

To illustrate how this design process is modeled, consider Error! Unknown switch argument. in which the graphical objects are labeled with the corresponding constant names in G. Note that in the expressions of G defining the configuration there are basic and composite symbols. In particular, the line t2 representing the pipe is defined in terms of the dot d9, on the one hand, and the intersection of a construction line lc and the line t1 representing the gulley, on the other. The dot d9 in turn is also a composite object defined as the middle point of the line l6 representing the right side of the bath. In the graphical transformation from Error! Unknown switch argument. (b) to (c), the graphical expressions in G representing the situation remain all the same with the exception of the positions of the basic dots representing the corners of the bath which are updated unconditionally by the human user; as a consequence, the definition of the connecting pipe in the final configuration is obtained by a simple evaluation of the expression in that state. One important characteristic of the example is that the graphical transformation is achieved simply by evaluating the expressions of G that refer to the geometrical objects, and no traditional constraint satisfaction numerical technique, like local propagation, relaxation and related techniques [Borning, 1981], or a constraint programming language [Leler, 1987], usually employed in drafting and CAD systems to solve this kind of problems, are not required. This kind of inference has been characterized as simulation by Chandrasekaran in ([Chandrasekaran, 1997]), and it is commonly used in systems that reason diagrammatically about graphical situations, although normally the simulation problem‑solving process is supported by a numerical technique.


This example also illustrates an important property of the graphical language G: it has a recursive definition and composite expressions referring to simple objects or complex graphical configurations can easily be defined: graphical objects can be represented not only in terms of their extensional geometrical properties but also in an intensional fashion [Pineda, 1992]. Intensional definitions in G mean simply that the value of an expression in different states can be different, but the expression that refers to a geometrical property (e.g., the position of a dot, the length of a line) is the same for all the graphical states that are visited during a design task. The definition of t2 in the three states in Error! Unknown switch argument. is the same, but the positions of the extremes, and the length, of such a line are different in all three states. Intensional definitions in graphics provide the basis for a notion of graphical abstraction expressed in a logical fashion.


For further information about this theory of design and the related design examples see [Pineda, 1993], [Pineda et al., 1994],  [Garza and Pineda, 1998].

C.  Perceptual inference


One important feature of the multimodal interpretation and reasoning strategies used in the scenarios of Sections II.A and II.B is that the translation functions between expressions of L and G are defined in advance.The multimodal interpretation and reasoning cycle must move across modalities in a systematic fashion and this is achieved through the mappings defined in terms of the translation functions. However, there are situations in which the interpretation of a multimodal message or the solution of a problem involving information in different modalities requires to establish such an association in a dynamic fashion.


Consider, for instance, a problem typical of the Hyperproof system for teaching logic ([Barwise and Etchemendy, 1994]) in which information is partially expressed through a logical theory and partially expressed through a diagram, as shown in Error! Unknown switch argument..


As can be seen the problem consists in finding out whether the object named d is either a square or small. This inference would be trivial if we could tell by direct inspection of the diagram what object is d, but that information is not available. Note, on the other hand, that under the constraints expressed through the logical language the identity of d could be found by a “valid” deductive inference. Note in addition that the information expressed in the diagram in Error! Unknown switch argument. is incomplete. In the Hyperproof setting, the question 

mark on the bottom triangle indicates that we know that the object is in fact a triangle but its size is unknown to us. However, the conceptual constraints expressed in the logical language do imply a particular size for the occluded object which can be made explicit through the process of multimodal problem-solving. This situation is analogous, as will be shown later in Section II.E, to the interpretation of images in which some objects are occluded by some others.




given:



large(a) ( small(a)



hex(b) ( below_of(a,b)



(x(triangle(x) ( large(x) ( left_of(d,x))



((x(small(x) ( below_of(x,c))


prove:



square(d) ( small(d)

Figure Error! Unknown switch argument.
Multimodal problem.
Figure Error! Unknown switch argument.
Multimodal representation system for the Hyperproof problem.

In terms of our system of multimodal representation the task is not, like in the previous examples, to make explicit information that was expressed only implicitly by predicate extraction or graphical simulation, but to find out what are the translations between basic constants of the logical language, the names, and the graphical objects of which they are names of. The problem is to induce the translations between basic constants of both representational languages. This 

situation is illustrated in Error! Unknown switch argument. in which the translation functions have been labeled with a question mark.


Figure Error! Unknown switch argument.
Relation between G and P.

Another way to look at this is thinking of the graphical objects as the domain of interpretation for the logical theory. The multimodal inference consists in finding out all consistent models for the theory, and these can be found through a process of incremental constraint satisfaction.


Consider Error! Unknown switch argument. in which a constant of G has been assigned to every graphical object (i.e., the objects of P properly). As starting point for the interpretation process only the identity of the block c is known as can be seen in Error! Unknown switch argument.. Accordingly, the interpretation function for the theory is partially defined as shown in Error! Unknown switch argument. in which a table relating the names of the theory in the horizontal axis with the names of the graphical objects in the vertical one is shown. This table can be interpreted as a partial function from individual constants of L to individual constants of G if no more than one square in each column is filled up.



Figure Error! Unknown switch argument.
Initial interpretation function.

The interpretation task consists in assigning a graphical object to each name completing the function in a manner that is consistent with the first-order logical theory expressed in L in the conceptual domain.


The strategy will be to find the set of consistent models incrementally in a cycle in which a formula of the theory is assumed to be true and all consistent models for such an assumption are found out through geometrical verification. Each cycle of assumption and verification is concluded with an abstraction phase in which all consistent models computed in the cycle are subsumed into a single complex object.


To exemplify this cycle of model construction consider that the formula hex(b) ( below_of(a,b) –in Error! Unknown switch argument.– of the theory can be assumed to be true. With this assumption it is possible to extend the function in Error! Unknown switch argument. in two possible ways, which represent consistent models with the assumption and the given facts, as shown in Error! Unknown switch argument.. 


To end the incremental constraint satisfaction cycle it can be noticed that the two partial models in Error! Unknown switch argument. are similar in the denotations assigned to the objects a and c, and only differ in the denotation assigned to object b. Then, these two models can be subsumed into a structure by simple superposition as shown in Error! Unknown switch argument. in which the column for b that is filled with two marks is taken to represent either of both functions.


This incremental constraint satisfaction cycle can be continued until the set of models for the theory is found and expressed as an abstraction, as was discussed above. 




Figure Error! Unknown switch argument.
Two possible ways for extending the interpretation function (L-G.


There is an additional way in which we can profit from the process. Consider that in the original stipulation of the problem the graphical information is incomplete as the size of the bottom triangle is unknown. However, with the partial model obtained after the first inference cycle, in which such a block has been identified as a, the theory constraints the size of the block which can be found by an inferencial cycle involving logical deduction in L and graphical verification in G. For this particular example, and in relation to the partial model in Error! Unknown switch argument., the proof that the size of such a block must in fact be large is given in Error! Unknown switch argument.. This inference requires a cycle of assumption, deduction in L and verification in G which we refer as heterogeneous inference. Another way to refer to this in the terminology of Chandrasekaran [Chandrasekaran, 1997] is as predicate projection as the predicative information flows not from the picture to the logical theory, as the situation that was referred above as predicate extraction, but from the conceptual knowledge expressed through L into the graphical theory in G.


In summary, the incremental constraint satisfaction cycle involves the following steps:

1)
Visual verification (geometrical interpretation)

2)
Assumption and verification of theory (identification of consistent models)

3)
Heterogeneous inference

4)
Abstraction


With the application of this cycle it is possible to find the set of consistent models for the problem stated in Error! Unknown switch argument., which is represented by the abstraction in Error! Unknown switch argument., and corresponds to the six graphical configurations shown in Error! Unknown switch argument..


Figure Error! Unknown switch argument.
 Subsumption of two models.

Prove (problem 

   statement):
(0)  large(a) ( small(a)

Assume from theory:
(1)  ((x(small(x) ( below_of(x,c))

Axiom:
(2)  ((x(P(x)) ( (x((P(x))

From (1) and (2):
(3) (x(((small(x) ( below_of(x,c)))

Universal instantiation 

   from (3):
(4)  ((small(a) ( below_of(a,c)))

Morgan’s law from (4):
(5)  (small(a) ( (below_of(a,c)

Direct inspection of

   the diagram:
(6)  below_of(a,c)

From (5) and (6):
(7)  (small(a)

From (0) and (7):
(8)  large(a).

Figure Error! Unknown switch argument.
 Heterogeneous inference.
D.  Multimodal interpretation


The next kind of multimodal inference is related to one of the central problems of multimodal communication which we refer as the problem of multimodal reference resolution. This is the problem of finding out the reference of a symbol in one modality in terms of information present either in the same or in other modalities. A model of this kind can be useful both for implementing intelligent multimodal tools (i.e. authoring tools to input natural language and graphics interactively for the automatic constructions of tutorials or manuals) and from the point of view of human-computer interaction (HCI) where it can help in the design of computer interfaces in which interpretation constraints of multimodal messages should be taken into account. In this section we discussed how our model of multimodal representation and interpretation illustrated in Error! Unknown switch argument. can also be applied to the problem of multimodal reference resolution.


Figure Error! Unknown switch argument.
 Abstraction.


Figure Error! Unknown switch argument.
 Set of possible interpretations.


Consider Error! Unknown switch argument. in which a message is expressed through two different modalities, namely text and graphics. The figure illustrates a kind of reasoning required to understand multimodal presentations: in order to make sense of the message, the interpreter must realize what individuals are referred to by the pronouns  he and it in the text. For the sake of argument, it is assumed that the graphical symbols in the figure are understood directly in terms of a graphical lexicon, in the same way that the words he,  it and washed are understood in terms of the textual lexicon. It can easily be seen that given the graphical context he should resolve to the man, and it should resolve to the car. However, this inference is not valid since the information inferred to is not contained in the overt graphical context and the meaning of the words involved.


“He washed it”

Figure Error! Unknown switch argument.
 Instance of linguistic anaphor with pictorial antecedent.


One way to look at this problem is as a case of anaphoric inference. Consider that the information provided by graphical means can be expressed also through the following piece of discourse: There is a man, a car and a bucket. He washed it. With Kamp’s discourse representation theory (DRT) [Kamp 1981], [Kamp and Reyle, 1993] a discourse representation structure (DRS) in which the reference to the pronoun he is constrained to be the man can be built. However, the pronoun it has two possible antecedents, and for selecting the appropriate one, conceptual knowledge is required. In particular, the knowledge that a man can wash objects with water, and that water is carried on in buckets must be employed. If these concepts are included in the interpretation context like DRT conditions (which should be retrieved from memory rather than from the normal flow of discourse), the anaphora can be solved. In terms of this analogy, situations like the one illustrated in Error! Unknown switch argument. have been labeled as problems of anaphor with pictorial antecedent in which the interpretation context is built not from a preceeding text but from a graphical representation which is introduced with the text ([André and Rist, 1994]). 


Consider now the reciprocal situation shown in Error! Unknown switch argument. in which a drawing is interpreted as a map thanks to the preceeding text. The dots and lines of the drawing, and their properties, do not have an interpretation and the picture in itself is meaningless.
However, given the context introduced by the text, and also considering the common sense knowledge that Paris is a city of France and Frankfurt a city of Germany, and that Germany lies to the east of France (to the right), it is possible to infer that the denotations of the dots to the left, middle and right of the picture are Paris, Saarbrücken and Frankfurt, respectively, and that the dashed lines denote borders of countries, and in particular, the lower segment denotes the border between France and Germany. In this example, graphical symbols can be thought of as “variables” of the graphical representation or “graphical pronouns” that can be resolved in terms of the textual antecedent. Here again, the inference is not valid as the graphical symbols could be given other interpretations or non at all.

“Saarbrücken lies at the intersection between the border between France and Germany and a line from Paris to Frankfurt.”


Figure Error! Unknown switch argument.
 Instance of pictorial anaphor with linguistic antecedent.

The situation in Error! Unknown switch argument. has been characterized as an instance of a pictorial anaphor with linguistic antecedent, and further related examples can be found in [André and Rist, 1994].  This situation, however, cannot be modeled that easily in terms of Kamp’s DRT because the “pronouns” are not linguistic objects, and there is not a straight forward way to express in a discourse representation structure that a dot representing “a variable” in the graphical domain has the same denotation as a natural language name or description introduced from text in a DRS. Furthermore, consider that the situation in Error! Unknown switch argument. can be thought of as anaphoric only if we ignore the modality of the graphics, as was done above, but if the notion of  modality is to be considered at all in the analysis, then the situation in Error! Unknown switch argument. poses the same kind of problems as the one in Error! Unknown switch argument.. In general, graphical objects, functioning as constant terms or as variables, introduced as antecendents or as pronouns, cannot be expressed in a DRS, as the rules constructing these structures (the so-called DRS-construction rules) are triggered by specific syntactic configurations of the natural language in which the information is expressed.


An alternative view on this kind of problems consists in looking at them in terms of the traditional linguistic notion of deixis [Lyons, 1968]. This notion has to do with the orientational features of language which are relative to the spatio-temporal situation of an utterance. In this regard, and in connexion with the notion of graphical anaphora discussed above, it is possible to mention the deictic category of demonstrative pronouns: words like this and that which permit us to make reference to extralinguistic objects. In Error! Unknown switch argument., for instance, the pronouns he and it can be supported by overt pointing acts at the time the expression he washed it is uttered. Note that the purpose of the pointing act is to provide the references for the pronouns and no inference is required in their interpretation process. Ambiguity of this kind of words is not unusual, as they function not only as deictic or demonstrative pronouns but also as anaphoric, if they are preceeded by a linguistic context, and even as determiners with a deictic component as in expressions like this car.


In general, and according to Kamp [Kamp, 1981], the difference between deictic and anaphoric pronouns is that,

...deictic and anaphoric pronouns select their referents from certain sets of antecedently available entities. The two pronouns uses differ with regard to the nature of these sets. In the case of a deictic pronoun the set contains entities that belong to the real world, whereas the selection set for an anaphoric pronoun is made up of constituents of the representation that has been constructed in response to antecedent discourse.


For the purpose of this discussion, it is interesting to question what the nature of the sets mentioned above can be. In normal deictic situations the use of a demonstrative pronoun is accompanied by a pointing act to an object that can be perceived directly through the visual modality, and as a result of such a visual interpretation process, the object is represented internally by the subject, however, not necessarily through a linguistic representation, but in a representation of a different modality.


In our system, interpreting examples in Error! Unknown switch argument. and Error! Unknown switch argument. in relation to the linguistic modality consists in interpreting the information expressed through natural language directly when enough information is available, and completing the interpretation process by means of translating expressions of the graphical modality into the linguistic one, and vice versa.


Figure Error! Unknown switch argument.
 Multimodal representational system for linguistic and graphical modalities.

In order to see how the multimodal system of representation works for the interpretation of messages with texts and graphics, as illustrated in Error! Unknown switch argument., consider, for instance, that the denotations of the word Saarbrücken and the dot on the intersection between the straight line and the lower segment of curve representing the border between France and Germany in Error! Unknown switch argument. are the same, which is the city of Saarbrücken itself. If one points out the middle dot at the time the question what is this? is asked, the answer is found by applying the function (G-L to the pointed dot, whose value would be the word Saarbrücken.


It should be clear that if all theoretical elements illustrated in Error! Unknown switch argument. are given, questions about multimodal scenarios can be answered through the interpretation process, as was shown for the examples in Sections II.A and II.B.


However, when one is instructed to interpret a multimodal message, like Error! Unknown switch argument. and Error! Unknown switch argument., not all information in the scheme of Error! Unknown switch argument. is available. In particular, the translation functions (L-G and (G-L are not known, and the crucial inference of the interpretation process has as its goal to induce these functions. This is exactly the problem of finding the set of consistent models in the perceptual inferences carried out in the context of the Hyperproof system as illustrated in the previous section. Furthermore, such an inference can be thought of as the same process that the one involved in solving the so-called linguistic anaphor with pictorial antecedent and the pictorial anaphor with linguistic antecedent. If the associations between names and graphical symbols were established by overt pointing acts, on the other hand, the “anaphoric” inference would be spared.


It is important to highlight that in order to induce (L-G and (G-L the information overtly provided in the multimodal message is usually not enough. Unlike the inference illustrated in relation to the Hyperproof system, additional conceptual information would have to be brought into consideration, like the background common sense knowledge required for the interpretation of maps. However, when contextual knowledge is inlcluded in the theory through expressions of L, the resolution of multimodal reference can be produced through an incremental constraint satisfaction process that is similar to the one illustrated above in relation to perceptual inference, as the basic inferencial strategies required for both kinds of problems are the same.

E.  Interpretation of images


The process of inducing the translation functions for constants of G and L is related to the computer vision problem of interpreting drawings. A related antecedent is the work on the logic of depiction [Reiter and Mackworth, 1987] in which a logic for the interpretation of maps, to be applied in computer vision and intelligent graphics, is developed. It is argued that any adequate representation scheme for visual (and computer graphics) knowledge must mantain the distinction between knowledge of the image (the geometry) and knowledge of the scene (its interpretation), and about the depiction relation. In Reiter’s system two sets of first order logical sentences representing the scene and the image are employed, and express, respectively, the conceptual and geometrical knowledge about hand drawn sketch maps of geographical regions. In the view adopted here, the depiction relation corresponds to the translation function between constants of L and G as discussed above. An interpretation in Reiter’s system is defined as a model, in the logical sense, of both sets of sentences and the depiction relation, and interpreting a drawing consists in finding out all possible models of such sets of sentences. The domain for these models is determined by the set of image domain and scene domain individuals of the picture that is being interpreted.


Although computing the set of models of a set of first order logical formulae is a very hard computational problem, the entities constituting a drawing conform, normally, a finite set which is often small. So, the possibility of computing the set of models of a drawing is a matter for empirical research. In particular, Reiter’s system employs a constraint satisfaction algorithm to find out all possible interpretation of maps, and the output of his system is a set of labels for curves or chains as rivers, roads or shores, and for areas as land regions or water regions (a task that can also be handle in a Prolog implementation if the domain is small).


Figure Error! Unknown switch argument.
 Scene domain.

In our system the knowledge about the conceptual domain required for the interpretation of maps is expressed through expressions of the language L.  In Reiter’s terminology this knowledge corresponds to the scene domain and the taxonomy of concepts relevant for the interpretation task is shown in Error! Unknown switch argument.. Note that these concepts are required for the interpretation of any map involving regions of land and water, and shores, rivers or roads, and should be kept beforehand as common sense knowledge of the interpreter, although this taxonomy is itself independent of any particular picture. In addition there are a number of axioms that express domain dependent interpretation constraints like,  for instance, that a river can join another river but that rivers do not cross each other. These axioms are also expressed in the language L. For presentation convenience we express the full set of axioms in a multi-sorted first-order language as shown in Error! Unknown switch argument..


(1)
(xarea [land(x) ( water(x)]


(2)
(xarea [((land(x) ( water(x))]


(3)
(xlinear [loop(x) ( (road(x) ( shore(x))]


(4)
(xlinear [loop(x) (  ((road(x) ( shore(x))]


(5)
(xlinear [loop(x) ( ( river(x)]


(6)
(xlinear [(loop(x) ( road(x) ( river(x)]


(7)
(xlinear [(loop(x) ( ((road(x) ( river(x))]


(8)
(xlinear [(loop(x) ( (shore(x)]


(9)
(xlinear (ylinear [cross(x,y) (  ((river(x) ( (river(y))]


(10)
(xlinear (yarea (zarea [(shore(x) ( inside(x,y) ( 
outside(x,z)) ( (land(y) ( water(z))]


(11)
(xlinear (yarea [(beside(x,y) ( (loop(x)) ( land(y)]


(12)
(xlinear (yarea [(beside(x,y) ( loop(x)) ( (road(x) ( land(y))]


(13)
(xlinear [river(x) ( ((ylinear [joins(x,y) ( (((loop(y) ( river(y)) ( (loop(y) ( shore(y)))])]

Figure Error! Unknown switch argument.  Axioms of the language L.


The image domain knowledge is also classified in two sorts which for this case are just linear and area objects. In addition a number of geometrical algorithms are given beforehand as the interpretation of the operators of the language G. Consider an specific instance of a map in Error! Unknown switch argument. in which the types of the objects are also illustrated. For each particular interpretation task the picture itself is presented to our representational system as an object of the language P. Through a process of low-level image processing the corresponding translation into G is computed as the first step of the interpretation task. The result of this process is a number of expressions of G which denote the drawing at hand. In Error! Unknown switch argument. the graphical objects of a particular image are illustrated. Note that there are four regions and six lines that are named by individual constants of G. With these individuals on mind it can be noticed that the act of high-level visual interpretation consists in identifying a number of individuals contained in the extension of the predicates road, river, shore, land and water of the language L under the constraints expressed in Error! Unknown switch argument..


In order to carry on this interpretation process in our multimodal representation system we can first assume that there is a one to one relation between individual constants of the language L and individual constant of the language G, as constants in both modalities correfer if they happen to denote the same object of the world as was discussed above in Section D. In our theory this assumption can be operationalized by stating that there are translation functions (G-L and (L-G for each individual constant of G in the interpretation of a particular image. Individual names of L of the proper types can be provided on demand. Once these functions are stated it is possible to compute the set of possible models satisfying both the constraints imposed by the axioms of L and satisfying the geometrical conditions of G. The set of models can be computed through a process of constraint satisfaction and corresponds to the possible interpretations of the picture. The models for the example in Error! Unknown switch argument. are illustrated in Error! Unknown switch argument..


Figure Error! Unknown switch argument.
 Image domain.

Figure Error! Unknown switch argument.  Image domain labels.

To conclude this section, the model of multimodal representation in relation to the high-level vision problem involved in the interpretation of maps is illustrated in Error! Unknown switch argument.. The task of analysing a picture from the external data is performed by the function (P-G which is designed in advance and depends on the nature of the language G (i.e., the image in P needs to be mapped to a well-formed expression of G). This function is applied in an automatic and deterministic manner to the objects presented to the input device of the modality and corresponds, according to our model, to the processes that are usually characterized as low-level vision.


The crucial problem for the interpretation of the map is, on the other hand, to establish the relation between the conceptual expectations about the domain which are expressed in L, the constraints of the geometry for the domain stated in G, and the contingent features of a particular image which are also expressed in G.




Figure Error! Unknown switch argument.
 Possible models.






Figure Error! Unknown switch argument.
 Multimodal representational system for the Hyperproof problem.

F.  Summary of multimodal inferences


From the examples in Sections A to E a number of inference strategies have been employed. Reasoning directly on expressions of a particular representational language, like L or G, corresponds to traditional symbolic reasoning. However, reasoning in G involves, in addition to symbolic manipulation, a process of geometrical interpretation as predicates in G have an associated geometrical algorithm which in our system is thought of as implementing the translation from G to P. Another way to think about the geometrical representation is that it has a number of expressions representing explicit knowledge; however, it has a large body of implicit knowledge that can be accessed not from a valid symbolic inference, but from the geometry.


The multimodal system of representation supports an additional inference strategy that involves the induction of the translation of basic constants between the languages L and G, and this process is qualitatively different from a simple symbolic manipulation process operating on expressions of a single language. Examples of this kind of inference stragegy are perceptual inferences and resolution of multimodal references. The inference that characterise the interpretation of images, on the other hand, consists in assuming that there is a name in L for each individual object named by a constant of G; once this is done, that task consists in finding out all models for the theory in L consistent with the geometry of the picture.


In terms of the system, a multimodal inference can be deductive if it involves symbolic processing in both languages in such a way that information is extracted from one modality and used in the other by means of the translation functions. Multimodal inferences involving the induction of translation relations, or the computation of models, on the other hand, are related to perceptual inferences. The use of these two main kinds of multimodal inference strategies is the characteristic of a multimodal inference process.

V
A notion of modality


The multimodal system of representation and inference that has been illustrated in this paper has been developed on the basis of an intuitive notion of modality that can be characterized as representational. Representational in the sense that a modality is related in our system to a particular representational language, and information conveyed through a particular modality is represented as expressions of the lenguage associated with the modality. The reason for taking this position is that one aim of this research is to be able to distinguish what information is expressed in what modality, and to clarify the notion of multimodal inference. If an inference is multimodal, it should be clear how modalities interact in the inference process.


This view contrasts with a more psychologically oriented notion in which modalities are associated with sensory devices. In this latter view one talks about visual or auditive modality; however, as information of the same modality can be expressed through different senses (like spoken and written natural language), and the same sense can be used to perceive information of different modalities (written text and pictures are interpreted through the visual channel) this psychological view offers little theoretical tools to clarify how modalities interact in an inference process, and the very notion of modality is unclear.


One consequence of our system is that modalities have to be thought of as related in a systematic fashion, and this relation is established in terms of  a relation of translation between modality specific representational languages. One of the reasons to adopt Montague’s semiotic programme is precisely to model the relation between modalities as translation between languages.


This view implies also that perceptual mechanisms are related to representational languages in specific ways: a message can only be interpreted in one modality if the information of the message can be mapped by the perceptual devices into a well-formed expression of the representational language associated with the modality. The algorithms mapping information in P to expressions of G, for instance, are designed relative to the syntactic structure of G. These algorithms might be different for different modalities, but once a multimodal system is set up these algorithms are wired, and are fired automatically if suitable input information is present to the input device. This let us to postulate two kinds of perceptual devices: physical, like the visual or auditive apparatus, and logical or conceptual, which relate information input by physical sensory devices with modality specific representational languages. Whether these views can be held is matter for further research.
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